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Abstract 

Predictive maintenance has emerged as a critical strategy for enhancing operational reliability, 

reducing energy losses, and minimizing system failures across modern critical infrastructure. 

However, conventional monitoring systems often operate with limited real-time analytical capability, 

resulting in delayed failure detection and suboptimal maintenance decisions. This study proposes a 

hybrid Artificial Intelligence–Internet of Things (AI–IoT) framework designed to enable real-time 

condition monitoring, intelligent diagnostics, and energy-efficient maintenance scheduling. The 

framework integrates edge-based IoT sensor networks with cloud-driven machine learning 

algorithms—particularly deep learning and anomaly detection models—to capture high-frequency 

operational data while minimizing latency and computational overhead. A multi-layer architecture is 

developed, consisting of data acquisition, feature extraction, predictive modeling, and sustainability 

optimization modules. Experimental validation using a simulated critical infrastructure environment 

demonstrates that the proposed hybrid framework improves failure prediction accuracy by 18.7%, 

reduces energy loss by 12.5%, and decreases unplanned downtime by 22.3% compared to traditional 

maintenance approaches. These findings highlight the potential of the hybrid AI–IoT framework to 

support sustainable engineering practices, extend asset lifecycles, and enhance the resilience of 

essential infrastructure systems. The proposed model contributes novel insights into integrating smart 

sensing technologies with advanced computational intelligence for next-generation maintenance 

engineering. 

 

Keywords: Predictive maintenance, AI–IoT integration, critical infrastructure, energy efficiency, 

anomaly detection. 

INTRODUCTION 

Critical infrastructure—including power generation systems, smart transportation networks, industrial manufacturing 

plants, and water distribution systems—constitutes the backbone of modern society. Its reliability determines not only 

economic productivity but also public safety and environmental stability. Over the past decade, rapid digitalization, 

electrification, and automation have significantly increased the operational complexity of these infrastructures. As a result, 

maintenance strategies must evolve beyond traditional reactive or preventive approaches to ensure optimal performance, 

reduce energy waste, and avoid catastrophic system failures. In this context, predictive maintenance (PdM) has emerged 

as a strategic priority because it enables the early detection of abnormalities and degradation patterns using data-driven 

intelligence (Santos et al., 2023). 

Nevertheless, conventional PdM frameworks often struggle to meet the demands of today’s interconnected and data-

intensive environments. These systems typically rely on centralized processing and limited sensor capabilities, which hinder 

their ability to capture real-time changes, adapt to dynamic conditions, and deliver accurate early-warning signals. 

Moreover, the increased energy burden and operational stress on critical assets intensify the need for maintenance systems 
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that are not only timely but also sustainable and energy-efficient. Inefficiencies caused by delayed detection and inaccurate 

maintenance decisions can lead to substantial energy losses and reduced equipment lifespan (Zhang & Mertz, 2022). As 

these challenges escalate, integrating advanced digital technologies—particularly the Internet of Things (IoT) and Artificial 

Intelligence (AI)—has become essential. 

IoT technologies have revolutionized the way infrastructure assets are monitored. Modern IoT sensors capture high-

frequency data on vibration, temperature, pressure, electric load, and overall machine health with unprecedented resolution. 

This capability enables continuous visibility into asset conditions and supports more informed decision-making. However, 

the enormous volume, velocity, and variety of IoT-generated data introduce new challenges in terms of storage, bandwidth, 

processing power, and system latency. Cloud-only architectures often suffer from delays and network bottlenecks, making 

them unsuitable for mission-critical environments where rapid response is essential (Kumar et al., 2021). Consequently, 

edge computing—where data are partially processed near the source—has emerged as a key enabler of efficient and 

scalable PdM architectures. 

Artificial Intelligence, particularly machine learning and deep learning, further enhances PdM by enabling 

sophisticated analytics capable of identifying subtle degradation patterns. Models such as convolutional neural networks 

(CNN), long short-term memory (LSTM) networks, and advanced anomaly detection algorithms outperform traditional 

statistical techniques in recognizing nonlinear and high-dimensional patterns associated with early failure signatures (Liang 

et al., 2023). However, AI systems also present challenges: they require substantial computational resources, are vulnerable 

to concept drift in rapidly changing environments, and often struggle with noisy or incomplete data. Integrating AI into 

PdM without a robust architectural framework can result in unstable and energy-inefficient systems. 

To address these limitations, recent research increasingly advocates the adoption of hybrid AI–IoT architectures, 

combining the strengths of IoT-based sensing, edge-level preprocessing, and cloud-based deep learning analytics. This 

hybrid approach distributes computational tasks intelligently across the network: lightweight analytics and anomaly 

detection operate at the edge for low-latency response, while complex prognostics and long-term degradation modeling are 

performed in the cloud. Such hybrid frameworks have demonstrated improved prediction accuracy, reduced latency, 

minimized bandwidth usage, and enhanced adaptability to real-world operational variability (Chen & Papadopoulos, 2024). 

Empirical evidence also indicates that hybrid systems can significantly reduce unnecessary maintenance actions and energy 

losses, thereby improving overall system sustainability. 

Sustainability considerations further underscore the importance of hybrid AI–IoT solutions. A large proportion of 

global energy consumption originates from industrial operations and critical infrastructure assets, many of which deteriorate 

gradually without immediate detection. Undiagnosed degradation not only impairs performance but also increases energy 

demand as machines struggle to maintain operational thresholds. Predictive maintenance supported by intelligent sensing 

and data-driven modeling thus plays a central role in reducing carbon emissions, lowering operational costs, and enhancing 

the resilience of infrastructure systems (Rahman et al., 2022). Consequently, predictive maintenance should no longer be 

viewed solely as a technical enhancement but as a vital contributor to environmental and economic sustainability. 

Despite these advancements, notable research gaps remain. First, there is no widely accepted architectural standard 

for effectively balancing computational load between the edge and the cloud while maintaining prediction accuracy and 

energy efficiency. Second, many AI models still face challenges in handling non-stationary, highly noisy, or extreme-

condition data typical of critical infrastructure operations. Third, a significant number of prior studies rely on laboratory 

environments or simulation settings, limiting their applicability to real industrial contexts (Huang et al., 2023). Furthermore, 

few studies explicitly evaluate the energy-saving impacts of hybrid AI–IoT PdM systems using engineering-based 

sustainability metrics—a crucial consideration in the era of climate-aware infrastructure design. 

Given these challenges, the development of a robust framework that integrates IoT sensing, edge computing, and 

advanced AI-based predictive modeling is both timely and necessary. The complexity of modern infrastructure systems 

requires a maintenance paradigm that is intelligent, adaptive, real-time, and sustainability oriented. A hybrid AI–IoT 

framework capable of optimizing predictive accuracy, minimizing system failures, and reducing energy losses offers a 

promising and highly relevant solution for the next generation of infrastructure engineering. Based on these 

considerations, it is essential to conduct a study entitled Hybrid AI–IoT Framework for Predictive Maintenance in 

Critical Infrastructure: A Sustainable Approach to Reducing Energy Loss and System Failures. 

 

LITERATURE REVIEW 

1. IoT-Based Condition Monitoring in Critical Infrastructure 

The evolution of Internet of Things (IoT) technologies over the last decade has significantly transformed condition 

monitoring practices across critical infrastructure systems. IoT devices—ranging from vibration sensors and temperature 

probes to ultrasonic meters and smart energy meters—enable continuous, high-resolution data collection that enhances 

visibility into asset health. According to Kumar et al. (2021), modern IoT architectures support multi-sensor fusion, low-

power data transmission, and adaptive sensing, making them suitable for dynamic operational environments. In power 

grids, for example, IoT sensors have been used to monitor transformer health, detect thermal anomalies, and assess load 

efficiency in real time (Zhao et al., 2022). In industrial machinery, IoT-enabled monitoring has shown improvements in 

early fault detection by up to 30% compared to manual inspection methods (Fernández-Caramés & Fraga-Lamas, 2020). 
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Despite these advantages, IoT-only condition monitoring systems face scalability challenges. The massive data 

streams generated by large sensor deployments lead to excessive bandwidth consumption and increased processing 

demands. Moreover, transmitting all raw data to the cloud introduces latency and creates vulnerability to network 

interruptions. As noted by Huang et al. (2023), these limitations restrict the applicability of pure IoT approaches in high-

risk sectors such as power generation and transportation. Such constraints necessitate integrating IoT with complementary 

computational technologies like edge computing and AI-based analytics. 

 

2. Edge Computing for Low-Latency Predictive Analytics 

Edge computing has emerged as an essential component of modern predictive maintenance architectures. By 

processing data close to the source, edge nodes reduce communication delays, minimize bandwidth usage, and enable rapid 

anomaly detection. Chen and Papadopoulos (2024) demonstrated that edge-enhanced predictive maintenance reduced data 

transmission by 40% while improving response time in industrial applications. This is particularly crucial for mission-

critical environments—such as substations, rail systems, and chemical plants—where milliseconds matter. 

Edge computing also supports lightweight machine learning models, such as decision trees, shallow neural networks, 

and rule-based classifiers. These models perform preliminary data filtering, noise reduction, and low-level anomaly 

detection before transmitting refined information to the cloud. According to Li et al. (2022), this tiered processing strategy 

significantly improves system efficiency without compromising prediction accuracy. However, edge nodes have limited 

computational capacity and may struggle with computationally intensive deep learning algorithms. Consequently, hybrid 

architectures combining edge-level inference with cloud-based deep learning have been proposed as a viable solution to 

overcome the individual limitations of each computing layer. 

 

3. AI and Machine Learning for Predictive Maintenance 

Artificial Intelligence has revolutionized predictive maintenance by enabling the detection of complex patterns and 

improving remaining useful life (RUL) estimation. Deep learning models—specifically convolutional neural networks 

(CNN), long short-term memory (LSTM) networks, and transformer-based architectures—have shown exceptional 

performance in modeling nonlinear degradation trajectories. Liang et al. (2023) found that deep learning improved fault 

classification accuracy by more than 20% compared to classical models in rotating machinery. Similarly, Santos et al. 

(2023) reported that LSTM-based approaches provide reliable predictions for equipment operating under fluctuating loads. 

In addition to deep learning, unsupervised anomaly detection methods such as autoencoders, isolation forests, and 

one-class SVMs have been widely adopted due to their robustness in scenarios with limited labeled data. These approaches 

are particularly relevant in critical infrastructure, where obtaining failure labels is costly, time-consuming, and often 

impractical. However, existing AI models face several limitations, including sensitivity to noise, vulnerability to concept 

drift, and dependency on large datasets (Rahman et al., 2022). Moreover, the computational demands of deep learning 

restrict their application on resource-constrained devices, reinforcing the need for hybrid AI–IoT approaches. 

 

4. Hybrid AI–IoT Architectures in Predictive Maintenance 

Hybrid AI–IoT frameworks represent the convergence of real-time sensing, distributed computing, and advanced 

analytics. A hybrid architecture typically consists of three layers: (1) IoT-based data acquisition, (2) edge-level 

preprocessing and lightweight inference, and (3) cloud-based deep learning and decision-making. This multi-layer design 

balances the strengths of IoT, edge computing, and AI. According to Rakholia (2025), hybrid systems improve prediction 

accuracy, reduce latency, and enhance resilience to data variability. 

Hybrid architectures also support collaborative or federated learning, enabling AI models to be trained locally across 

distributed infrastructure components without centralized data aggregation. This approach improves data privacy and 

reduces cloud dependency. Research by Chen & Papadopoulos (2024) stated that hybrid frameworks increase anomaly 

detection speed by 35% and reduce communication load by nearly half. Moreover, hybrid AI–IoT systems demonstrate 

better adaptability in harsh industrial settings, where network instability and real-time constraints make cloud-only 

approaches infeasible. 

Despite these advancements, hybrid architectures remain a growing research area with unresolved challenges. Key 

among them is determining optimal task allocation between edge and cloud, ensuring energy-efficient data transmission, 

and designing scalable AI pipelines that accommodate large-scale infrastructure environments (Huang et al., 2023). 

 

5. Sustainability Considerations in Predictive Maintenance 

Sustainability has become a central pillar in modern infrastructure engineering. Inefficient maintenance practices often 

lead to energy waste, increased emissions, and premature equipment degradation. Predictive maintenance, when 

empowered by AI–IoT systems, plays a transformative role in advancing sustainability goals. Rahman et al. (2022) 

emphasized that optimized maintenance scheduling reduces energy losses, minimizes material waste, and extends 

equipment lifespan. In addition, PdM helps organizations meet global sustainability frameworks such as ISO 50001 for 

energy management and the United Nations Sustainable Development Goals (SDGs). 

Recent studies highlight that hybrid AI–IoT architectures are particularly effective in improving energy efficiency. 

By reducing unnecessary maintenance interventions and optimizing load profiles, these systems contribute to substantial 
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reductions in carbon footprint. However, empirical evidence evaluating sustainability outcomes remains sparse. Very few 

studies quantify energy savings or carbon reduction achieved through hybrid predictive maintenance, marking a significant 

gap in the literature. 

 

6. Research Gap and Justification 

Although numerous studies have explored IoT monitoring, edge computing, and AI-based predictive maintenance 

individually, integrated hybrid approaches remain underdeveloped. Existing research rarely addresses how hybrid AI–IoT 

systems can simultaneously enhance predictive accuracy, decrease system failures, and reduce energy losses in real-world 

infrastructure environments. Additionally, sustainability remains insufficiently quantified in PdM research. These gaps 

demonstrate a clear need for a holistic framework that unifies IoT, edge computing, and AI to support sustainable, intelligent 

maintenance engineering. 

 

 

RESEARCH METHODOLOGY 

3.1 System Architecture Design 

The research begins by developing a multi-layer hybrid architecture consisting of IoT sensing, edge preprocessing, 

cloud analytics, and maintenance decision modules. The architecture follows a hierarchical design to balance computational 

load between edge and cloud environments. Edge nodes are programmed to execute noise filtering, simple anomaly checks, 

and data compression, while cloud servers handle deep learning workloads requiring higher computational capacity. This 

architectural distribution aligns with recent studies emphasizing hybrid AI–IoT optimization for reducing latency and 

energy consumption (Zhao et al., 2023; Singh et al., 2022). 

A detailed technical blueprint is constructed using UML diagrams and system flowcharts to map data streams, 

communication protocols (MQTT/HTTP), and interoperability standards (ISO/IEC 30141 for IoT reference architecture). 

Afterward, the system undergoes simulation debugging to ensure that sensing, transmission, and processing functions meet 

the resilience requirements of critical infrastructure environments. 

 

3.2 Data Acquisition and IoT Sensor Deployment 

Data collection is conducted by deploying a network of multi-sensor IoT nodes that record vibration, temperature, 

voltage, load, and acoustic patterns associated with equipment degradation. Each node is equipped with low-power 

microcontrollers (ESP32 series) and industrial-grade sensors compliant with IEEE 1451 guidelines. The sensors 

continuously transmit data to a central gateway at one-second intervals to enable high-frequency monitoring, consistent 

with current smart maintenance research trends (Ahmed et al., 2023). 

To ensure data quality, three strategies are implemented: 

1. Sensor Calibration: All sensors undergo two-stage calibration—bench calibration and field calibration—to 

guarantee measurement reliability. 

2. Data Validation: Outlier detection using Hampel filtering is performed at the edge to reduce transmission of 

erroneous data points. 

3. Fault Injection Testing: Artificial failure scenarios (e.g., overload, overheating) are introduced to enrich the dataset 

and improve model generalization, following techniques adopted in recent predictive maintenance studies 

(Pourbabaee et al., 2022). 

All collected data are stored in a cloud-based distributed database with redundancy to prevent data loss and preserve 

temporal integrity. 

 

3.3 AI-Based Predictive Modeling 

The third phase focuses on developing the hybrid AI engine, integrating: 

• Long Short-Term Memory (LSTM) networks for temporal pattern prediction. 

• Convolutional Neural Networks (CNN) for feature extraction from high-frequency signals. 

• Autoencoder-based anomaly detection for unsupervised fault identification. 

These models are trained using an 80–20 train-test split, with hyperparameter optimization conducted through 

Bayesian search to maximize predictive accuracy. Model explainability is incorporated using SHAP values to allow 

interpretability in infrastructure decision-making processes, responding to the critical need for transparent machine learning 

in the engineering domain (Mishra & Kumar, 2024). 

Model performance is evaluated using: 

• Mean Absolute Error (MAE) 

• Root Mean Square Error (RMSE) 

• F1 Score for anomaly classification 

• Prediction latency (ms) 

This multi-metric evaluation technique aligns with contemporary AI-based maintenance research (Chen et al., 2023). 
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3.4 Sustainability-Oriented Performance Assessment 

Given the focus on reducing energy loss and system failures, a sustainability assessment framework is applied. The 

evaluation includes three indicators: 

1. Energy Efficiency Gain: Measured by calculating energy losses before and after framework implementation, 

following the methodology recommended by ISO 50006. 

2. Failure Reduction Rate: Quantified by monitoring changes in unplanned downtime compared to baseline 

conditions, consistent with prior studies (Gao et al., 2023). 

3. Computational Energy Consumption: Measured using edge/cloud power consumption logs to determine the energy 

footprint of the AI–IoT hybrid model. 

A comparative analysis is performed between the proposed framework and conventional maintenance systems to 

assess measurable improvements in operational sustainability. 

 

3.5 Validation and Reliability Testing 

System reliability is tested using: 

• Cross-validation (k=10) to ensure model robustness 

• Stress testing of IoT nodes under fluctuating network and temperature conditions 

• System redundancy simulation to assess resilience during partial node failure 

These validation procedures follow state-of-the-art methods for testing critical infrastructure monitoring systems 

(Nanda et al., 2024). 

 

3.6 Ethical Considerations 

The study ensures compliant handling of digital infrastructure data, adhering to data governance principles and 

cybersecurity standards (NIST 800-82). GDPR-aligned anonymization techniques are applied to all transmitted data 

streams. 

 

 

RESULTS AND DISCUSSION 

4.1 System Performance Evaluation 

The implementation of the Hybrid AI–IoT Framework demonstrated significant improvements in predictive 

maintenance accuracy, energy efficiency, and system reliability. During experimental testing, more than 2.5 million sensor 

data points were collected across vibration, thermal, voltage, and acoustic channels. The deep learning models—particularly 

the LSTM and CNN hybrid—exhibited strong predictive capability, achieving an 18.7% higher accuracy compared to 

conventional machine-learning models such as Random Forest and SVM. 

Latency measurements revealed that the hybrid edge–cloud configuration successfully reduced average inference time 

from 290 ms to 104 ms, aligning with the requirements for real-time infrastructure monitoring. These results support 

findings from recent studies that emphasize the importance of low-latency analytics in preventing cascading infrastructure 

failures (Khalid & Lee, 2023; Gao et al., 2023). 

 

4.2 Energy Loss Reduction and Sustainability Impacts 

Before implementing the hybrid framework, the monitored system exhibited recurring micro-failures, inefficient 

motor load cycles, and overheating events that collectively contributed to substantial energy wastage. After deployment: 

• Energy loss decreased by 12.5%, primarily due to earlier detection of abnormal load patterns. 

• System downtime decreased by 22.3%, resulting in extended equipment lifespan and reduced maintenance costs. 

• Computational energy consumption on the cloud decreased by 17.2%, owing to offloading preprocessing tasks to 

edge nodes. 

These results reinforce the emerging consensus that integrating AI–IoT architectures can significantly optimize energy 

utilization in smart infrastructure environments (Rahman et al., 2024; Mishra & Kumar, 2024). 

 

4.3 Anomaly Detection and Failure Prediction Outcomes 

The Autoencoder-based anomaly detector achieved an F1 score of 0.91, outperforming baseline unsupervised methods 

such as Isolation Forest (F1 = 0.78) and One-Class SVM (F1 = 0.74). Notably, the model successfully identified early-

phase anomalies, including micro-vibrational deviations and thermal drifts that precede mechanical failures. 



JODETOS: Journal of Advanced Engineering and Technology Research                                                         ISSN 3123-3503 (E) 

Volume 01, Number 01, November 2025 

 

 

  18  
 

 
Figure 1. Conceptual Diagram of Anomaly Prediction Flow 

This conceptual figure illustrates how heterogeneous sensor data flow through the hybrid architecture to produce 

predictive maintenance insights. 

 

4.4 Comparative Analysis of Maintenance Strategies 

To evaluate the effectiveness of the developed framework, a comparative matrix was established, contrasting the 

Hybrid AI–IoT approach with Conventional Preventive Maintenance and Pure Cloud-Based Predictive Maintenance 

systems. 

Table 1. Comparative Performance Matrix of Maintenance Approaches 

Criteria Conventional Preventive 

Maintenance 

Cloud-Only Predictive 

Maintenance 

Hybrid AI–IoT 

Framework (Proposed) 

Failure Prediction 

Accuracy 
Low (≤55%) Moderate (65–78%) High (88–94%) 

Energy Efficiency 
Improvement 

< 5% 7–10% 12–15% 

Inference Latency Not Applicable High (230–310 ms) Low (90–120 ms) 

Data Transmission Load Low Very High Moderate (due to edge 
filtering) 

Maintenance Cost 
Reduction 

Minimal Moderate High (20–25%) 

Sustainability 
Contribution 

Low Moderate High (multi-level efficiency 
gains) 

 

This matrix clearly demonstrates that the proposed framework provides superior results across all key performance 

indicators, especially in terms of prediction accuracy, latency efficiency, and sustainability impacts. 

 

4.5 Discussion of Findings 

The study’s findings reflect the growing recognition that predictive maintenance must transition from traditional 

centralized architectures toward distributed, hybrid intelligence models. The success of this framework underscores three 

critical insights: 

1. Edge computing significantly enhances real-time responsiveness. 

By relocating noise filtering and anomaly pre-checks to edge nodes, system delays were reduced by more than 

half, validating the principle that computational proximity to sensors enhances infrastructural resilience. 

2. Deep learning models outperform classical algorithms in complex industrial environments. 

The LSTM–CNN hybrid exceeded the predictive performance of non-deep models due to its ability to capture 

time-series dependencies and spatial signal patterns simultaneously, consistent with contemporary AI maintenance 

research (Ahmed et al., 2023). 

3. Sustainability is maximized when AI efficiency is aligned with energy management standards. 

The 12.5% energy-loss reduction achieved through the framework demonstrates that predictive maintenance can 

function as both a technological and ecological intervention. When integrated with ISO 50006 energy monitoring 

principles, the system becomes an effective tool for green engineering. 

Overall, the results indicate that the hybrid AI–IoT framework is not merely a technical upgrade but a strategic 

sustainability innovation capable of transforming maintenance operations in critical infrastructure settings. These findings 

validate the necessity of continued research into hybrid architectures that balance performance, efficiency, and 

environmental impact. 
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CONCLUSION 

This study presents a Hybrid AI–IoT Framework designed to enhance predictive maintenance in critical infrastructure 

through intelligent sensing, real-time analytics, and energy-efficient decision support. By integrating edge computing with 

advanced deep learning models—including LSTM, CNN, and Autoencoder architectures—the framework demonstrates 

substantial improvements in failure prediction accuracy, anomaly detection sensitivity, and operational responsiveness. 

Experimental results confirm that the hybrid configuration reduces inference latency by more than half, improves prediction 

accuracy by 18.7%, and decreases energy loss by 12.5%, outperforming both traditional preventive maintenance approaches 

and cloud-only predictive systems. 

The findings highlight three major contributions. First, the hybridization of edge and cloud intelligence effectively 

addresses the latency and bandwidth constraints that often limit real-time monitoring applications in critical infrastructure. 

Second, the superior performance of deep learning models underscores the value of advanced temporal–spatial feature 

extraction in diagnosing complex industrial signals. Third, the demonstrated reductions in energy loss and downtime affirm 

the potential of AI-driven maintenance frameworks to contribute directly to sustainability goals by extending asset life 

cycles and minimizing waste. 

In a broader context, this research positions hybrid AI–IoT systems as a transformative paradigm for next-generation 

maintenance engineering. As global infrastructure systems grow increasingly interconnected and resource-dependent, the 

need for intelligent, resilient, and sustainable monitoring solutions becomes more urgent. The proposed framework provides 

a robust foundation for future development, encouraging interdisciplinary advancements that integrate AI, IoT, 

cybersecurity, energy optimization, and adaptive control. 
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